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Abstract

 Anthropogenic aerosols are thought to exert a signifi cant indirect radiative forcing be-
cause they act as  cloud condensation nuclei in  warm cloud-forming processes and  ice 
nuclei in cold cloud-forming processes. Although many of the processes associated 
with the perturbation of cloud microphysics by anthropogenic aerosols were discussed, 
 IPCC (2007) provided only an estimate of full quantifi cation of the radiative forcing 
attributable to the fi rst indirect effect (which they referred to as the  cloud albedo ef-
fect). Here we explain that this approach is necessary if one is to compare the radia-
tive forcing from the indirect effect of aerosols with those from other radiative forc-
ing components such as that from changes in well-mixed greenhouse gases. We also 
highlight the problems in assessing the effect of anthropogenic aerosols upon clouds 
under the strict defi nitions of radiative forcing provided by the IPCC (2007). Although 
results from global climate models, at their current state of development, suggest that 
an analysis of indirect aerosol effects in terms of forcing and feedback is possible, a 
key rationale for the IPCC’s defi nition of  radiative forcing, a straightforward scaling 
between an agent’s forcing and the temperature change it induces, is signifi cantly com-
promised. Feedbacks from other radiative forcings are responses to radiative perturba-
tions, whereas feedbacks from indirect aerosol effects are responses to both radiative 
and cloud microphysical perturbations. This inherent difference in forcing mechanism 
breaks down the consistency between forcing and temperature response. It is likely that 
additional characterization, such as climate effi cacy, will be required when comparing 
indirect aerosol effects with other radiative forcings. We suggest using the radiative fl ux 
perturbation associated with a change from preindustrial to present-day composition, 
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calculated in a global climate model using fi xed sea surface temperature and sea ice, as 
a supplement to IPCC forcing.

The Concept of Radiative Forcing

In the latest IPCC report, Forster et al. (2007) defi ne the concept of  radiative 
forcing as follows:

The radiative forcing of the surface-troposphere system due to the perturbation 
in or the introduction of an agent is the change in the net irradiance at the tropo-
pause after allowing for stratospheric temperatures to readjust to radiative equi-
librium, but with surface and tropospheric temperatures and state held fi xed at 
the unperturbed values.

Over the last couple of decades, radiative forcing has proved to be a useful 
concept because the global mean near surface temperature response, dT, to a 
particular radiative forcing, dF, may be related to the  climate sensitivity, λ, via 
the relationship:

dT = λdF. (19.1)
Generally, studies suggest that this relationship appears to be approximately 
independent of the forcing mechanism (e.g., Meehl et al. 2004; Matthews et 
al. 2004), which means that the relative importance of many different forcing 
mechanisms may be quantifi ed and compared. 

While λ is approximately independent of the forcing mechanism, it may 
be quite strongly model-dependent. Additionally, some recent studies have 
suggested that λ may not be entirely independent of the forcing mechanism, 
as they may induce different feedbacks, which may lead to a modifi cation of 
Equation 19.1 via the climate forcing effi cacy, ε, (Joshi et al. 2003; Hansen and 
Nazarenko 2004):

dT = εiλCO2dF (19.2)
where εi is defi ned as λi/λCO2. The inter-forcing mechanism differences in εi ap-
pear to be greatest for absorbing aerosols, where absorption of  solar radiation 
induces the so-called “semi-direct effect,” but large-scale dynamic feedbacks 
differ in the models used in assessing εi. This results in values that are either 
larger (e.g., Jacobson 2001) or smaller (e.g., Roberts and Jones 2004; Hansen 
et al. 2005; Jones et al. 2007) than unity with values that typically range from 
0.7–1.3 (Forster et al. 2007).

It is important to realize that to diagnose an indirect radiative forcing that 
may be compared to other forcing mechanisms, it is the global radiative forc-
ing that is related to the global temperature change in Equation 19.1 and 19.2. 
A local radiative forcing does not correspond to a local temperature change 
because of the myriad of local-, regional-, and global-scale feedback processes 
that vary over the different regions of the Earth.
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Now that the  IPCC (2007) defi nition of radiative forcing and its limitations 
have been presented, we will discuss the specifi cs of the indirect aerosol radia-
tive forcing via interactions with clouds.

Radiative Forcing and the Aerosol Indirect Effects

Aerosol particles act as cloud condensation nuclei and can thereby modify the 
microphysical, macrophysical, and optical properties of clouds. Figure 19.1 
summarizes schematically the processes considered in assessing aerosol indi-
rect radiative effects. As depicted, unperturbed clouds refl ect a proportion of 
incident solar radiation back to space; when anthropogenic aerosols are intro-
duced under the assumption of constant cloud liquid water, the cloud is made 
up of a larger number of smaller droplets, as represented by the  albedo effect/1st 
indirect effect/ Twomey effect (Twomey 1977). The change in the cloud droplet 
radius affects the cloud development in a number of complex ways, some of 
which are shown in Figure 19.1. Smaller cloud drops may lead to a decrease in 
the coalescence rate and thus reduce rainfall: decreased rainfall will increase 
the cloud liquid water content, leading to more developed and therefore deeper 
clouds (e.g., Pincus and Baker 1994). Reduced rainfall and the increase in 
cloud liquid water content may also lead to an increase in the lifetime of clouds 
(Albrecht 1989). All of these effects were considered by Forster et al. (2007) to 
be encompassed by the labels “ cloud lifetime effect/2nd indirect effect/ Albrecht 
effect” in Figure 19.1. Furthermore, two other effects are represented in Figure 
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Figure 19.1 A schematic diagram representing the processes considered in assess-
ing aerosol direct and indirect radiative effects (modifi ed from Haywood and Boucher 
2001).The small black dots represent anthropogenic aerosols, and the large/small open 
circles depict large/small cloud droplets, respectively. Ice particles are represented by 
stars. Solar fl uxes are represented by arrows, and the magnitude of the fl uxes repre-
sented by the width of the arrows. Wavy lines represent infrared fl uxes. Precipitation 
is depicted by dashed vertical gray lines. CDNC: cloud droplet number concentration; 
LWC: liquid water content.



454 J. Haywood et al. 

19.1: the effect of anthropogenic aerosols as ice nuclei and the  semi-direct 
effect, whereby additional  solar absorption by anthropogenic aerosols causes 
heating of the ambient environment and reduces the ambient relative humidity, 
thereby changing the cloud amount.

Much higher-resolution models, such as  cloud-resolving models (CRMs) 
or large eddy simulation models, are better able to represent the microphysical 
and dynamical interaction of aerosols and clouds, but they still require subgrid-
scale parameterizations of some processes (e.g., entrainment). Their limited 
domains mean that they are currently only capable of estimating the local in-
direct radiative forcing for specifi c case studies. Thus, only  general circulation 
models (GCMs) or  chemical transport models (CTMs) are suitable for quan-
tifying the global indirect radiative forcing, which can then be compared with 
other forcing mechanisms such as that attributable to changes in well-mixed 
greenhouse gases.

The History of Aerosol Indirect Radiative Forcing

In the mid-1990s, when global simulations of aerosol interactions with clouds 
were in their infancy, a compromise between CTM and GCM modeling ef-
forts was devised to investigate aerosol indirect forcing. CTMs generally did 
not include realistic radiative transfer codes, which need accurate representa-
tion of absorbing gases, treatment of scattering, and accurate representation 
of surface refl ectance, emissivity, and temperature profi les. Similarly, GCMs 
did not include the detailed chemical processes that were necessary to repre-
sent the emission, formation, transportation, microphysical processes, and wet 
and dry deposition of aerosols and their precursors. Therefore, CTMs were 
frequently used to model the particulate mass mixing ratios for preindustrial 
and present-day conditions. These CTM-derived mass mixing ratios were used 
by the GCMs to simulate the effect of aerosols upon the cloud effective radius 
by using parameterizations based on either Köhler theory or aircraft observa-
tions (e.g., Leaitch et al. 1992; Hegg et al. 1993; Martin et al. 1994). These 
GCM parameterizations related the particle number or mass concentration to 
the number of cloud droplets, which itself is related to cloud effective radius. 
Typically, GCMs diagnosed the fi rst indirect radiative forcing by making two 
calls to the radiation code: the fi rst call used preindustrial particle concentra-
tions and the second used present-day particle concentrations. “Preindustrial” 
was used for advancing the model physics at each radiation time-step and the 
top-of-the-atmosphere (TOA) outgoing shortwave radiation, SWTOA

↑
PREIND, 

was diagnosed. “Present-day” was used to modify the cloud effective radius at 
each radiation time step and determined the TOA outgoing shortwave radia-
tion perturbed by anthropogenic aerosols, SWTOA

↑
PRESENT. The fi rst indirect ef-

fect can then be simply diagnosed as SWTOA
↑

PREIND - SWTOA
↑

PRESENT. Because 
increased concentrations of anthropogenic aerosol reduce the effective radius 
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of cloud particles and smaller cloud particles refl ect more radiation back to 
space, SWTOA

↑
PREIND - SWTOA

↑
PRESENT is negative, and the fi rst indirect effect 

leads to a cooling of the climate system according to Equation 19.1.
There are two contraventions to the defi nition of radiative forcing of Forster 

et al. (2007), namely that the change in the net irradiance is frequently derived 
at the TOA rather than at the tropopause, and the defi nition does not account 
for stratospheric adjustment. Neglecting these effects makes very little differ-
ence to the derived fi rst indirect radiative forcing when it is derived diagnosti-
cally. It is important to realize that the present-day call to the radiative transfer 
code does not affect the atmospheric heating rates in the model in any way, and 
therefore the model evolution is entirely unaffected by the perturbation to the 
particle concentrations. This means that feedback processes are not induced, 
and cloud, precipitation, sensible and latent heat fl uxes, etc. are not affected in 
diagnosing the fi rst indirect effect in this manner.

GCMs and CTMs have continued their development, and increases in com-
puting power mean that they have to some extent merged: GCMs are now ca-
pable of including detailed parameterizations for many types of aerosol which 
account for the emissions, gas and aqueous phase formation, transportation, 
and wet and dry  deposition of aerosols and their precursors. Therefore, GCMs 
no longer rely on the off-line particle mass mixing ratios generated by CTMs. 
As a result, deriving the fi rst aerosol indirect forcing in the manner described 
above has fallen out of favor. This is because global climate simulations are 
now driven by emissions, and they explicitly model (albeit in a highly pa-
rameterized way) the effect of aerosols upon the microphysical properties of 
clouds in a far more complete way, and account for the host of second indi-
rect effects, shown schematically in Figure 19.1. Once this approach is taken, 
diagnosis of the fi rst indirect effect by itself is diffi cult because separation of 
the fi rst from the second indirect effects is diffi cult to achieve in a consistent 
way. Although the fi rst indirect effect can be approximated by global models 
without inducing any feedbacks to the climate system (using two calls to the 
radiation code), when the second indirect effects are invoked, there are nec-
essarily signifi cant fast feedbacks that come into play. For example, each of 
the second indirect effects represented schematically in Figure 19.1 and repre-
sented by GCMs show perturbations to the precipitation. Therefore the state of 
the atmosphere is not held fi xed because surface and tropospheric temperatures 
respond to changes in, for example, the surface sensible and latent heat fl ux 
perturbations caused by the perturbation to the aerosol. Thus, the defi nition of 
radiative forcing of Forster et al. (2007) is further compromised. Because we 
wish, however, to quantify approximately the potential global climatic impact 
of the second indirect effects, a so-called quasi- or pseudo-indirect forcing is 
frequently diagnosed (e.g., Rotstayn and Penner 2001). This “ quasi-forcing” is 
diagnosed in a very different way to the fi rst indirect effect. The TOA net fl ux 
(the sum of the short- and longwave fl uxes, SWTOA

↑ and LWTOA
↑) in two sepa-

rate parallel global GCM simulations is diagnosed. The fi rst simulation uses 
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preindustrial aerosol emissions while the second simulation uses present-day 
aerosol emissions, and the total indirect “quasi-forcing” is diagnosed as the 
difference between the net top of atmosphere fl uxes. Importantly, the simula-
tions are generally carried out in atmosphere-only GCMs with fi xed SSTs and 
sea-ice extents; this means that the temperature response of the model and slow 
feedbacks associated with changes in global temperatures are inhibited, but the 
atmospheric state is no longer strictly held fi xed (Hansen et al. 2002). Further 
methods for diagnosing the radiative forcing have been proposed where the 
land-surface temperatures are also held fi xed (e.g., Shine et al. 2003).

At this point, it is worth considering whether the “quasi-forcing” provides 
an adequate representation of the strict defi nition of radiative forcing, as de-
fi ned by Forster et al. (2007). Figure 19.2a (after Ming et al. 2005), shows the 
radiative forcing from the  cloud albedo effect calculated using this defi nition in 
the GFDL AM2 ( GFDL 2004). To obtain the forcing in Figure 19.2a, a simula-
tion is run with preindustrial aerosols. The fi elds from this simulation are used 
to calculate a second set of TOA radiative fl uxes, with the only change being 
the replacement of preindustrial by present-day aerosols in the radiation code. 
The difference between fl uxes with present-day and preindustrial aerosols (the 
IPCC forcing) is shown in Figure 19.2a. Figure 19.2b shows the “quasi-forc-
ing” from the cloud albedo effect, obtained by integrating AM2 with preindus-
trial aerosols but using present-day aerosols for purposes of radiative transfer 
only. The simulation in Figure 19.2b is a preindustrial simulation, except that 
the cloud albedo corresponds to present-day aerosols. We use this simulation 
to illustrate the effect of the preindustrial to present-day change in aerosols 
on cloud albedo while modeling all other cloud processes for preindustrial 
aerosols. The “quasi-forcing” in Figure 19.2b includes feedbacks caused by 
radiative, but not microphysical, perturbations associated with anthropogenic 
aerosols. Many features of the forcing and “quasi-forcing” patterns are similar. 
Although the amplitudes of the features tend to be larger for the “quasi-forc-
ing,” the global means are almost the same. The feedbacks, which are included 
in the “quasi-forcing,” are responses to a radiative perturbation only. This is 
also true of the feedbacks, which occur in response to forcing by changes in 
well-mixed greenhouse gases. For cloud-albedo feedback, then, “quasi-forc-
ing” and forcing behave similarly, at least for the  GFDL AM2.

The use of the radiative forcing concept becomes problematic when one 
considers feedbacks associated with microphysical aspects of the aerosol in-
direct effect. We refer to these feedbacks here as non-albedo effects. Figure 
19.2c shows non-albedo “quasi-forcing,” obtained by integrating AM2 with 
present-day aerosols but using preindustrial aerosols for purposes of radiative 
transfer only. The simulation in Figure 19.2c models all cloud processes, ex-
cept albedo, using present-day aerosols. We use this simulation to illustrate the 
effects of the preindustrial to present-day change in aerosols on all cloud pro-
cesses except albedo, which corresponds to preindustrial aerosols. The most 
important point is that the magnitude of the non-albedo “quasi-forcing” is a 
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large fraction of the magnitude of the albedo forcing, and this is apparent in 
Figure 19.2d, which shows the total indirect-effect “quasi-forcing.” Given the 
nonlinear nature of the forcing mechanisms, the near additivity of the albedo 
and non-albedo forcings is noteworthy; at this point we have no way of know-
ing whether this result is general or particular to this model. The microphysi-
cal feedbacks, which produce the “quasi-forcing” in Figure 19.2c are unique 
among the forcings considered by IPCC and are not associated with instanta-
neous forcing, as defi ned by Forster et al. (2007). The relationship between 
forcing and “quasi-forcing” (and thus between forcing and temperature change) 
at the global mean will differ for indirect aerosol effects from the relationship 
for changes in well-mixed greenhouse gases or aerosol direct effects.

A key rationale for use of forcings by IPCC is to scale temperature changes 
among various agents of climate change. Aerosol indirect effects will not fi t 
into this scaling because unique microphysical feedback mechanisms operate, 
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and the magnitude of the microphysical feedbacks is large relative to the 
radiative feedbacks.

Rationale of  IPCC (2007) for Including 
Only the First Indirect Effect

 IPCC (2007) continues to adopt the approach that only the fi rst aerosol indirect 
effect can be rigorously defi ned as a forcing because, in determining any of the 
second indirect effects, cloud feedbacks necessarily come into play in the cli-
mate system. The second indirect effects are therefore considered as feedbacks 
(responses to the initial anthropogenic perturbation of aerosol via the fi rst indi-
rect effect) to the climate system rather than as radiative forcings. IPCC (2007) 
continues to rely on global climate models for these estimates, as they are 
the only tool presently capable of providing global estimates. Arguably, satel-
lite retrievals could provide global estimates of the indirect effects of aerosols 
(e.g., Nakajima et al. 2001; Brenguier et al. 2000) but an unambiguous deter-
mination of a change in cloud refl ectance when infl uenced by anthropogenic 
aerosols is hampered by large natural variability and/or artifacts in retrievals 
of cloud liquid water path and/or cloud effective radius caused by absorbing 
aerosol above cloud (e.g., Haywood et al. 2004). As with all such satellite-
based approaches, there is also the question of the degree to which modern-day 
“clean” conditions are representative of global preindustrial conditions. Figure 
19.3 shows the fi rst indirect radiative forcing determined by IPCC (2007), 
ranging from –0.2 to –1.8 W m–2.

It may be argued that the second indirect effects have to be comprehensive-
ly quantifi ed if we are to understand fully the effects of aerosols upon clouds. 
While there is no doubt that clouds remain one of the most challenging aspects 
in accurate simulations of climate change, the following argument shows that 
there is some wisdom in not (yet) including the second indirect effects as radia-
tive forcing mechanisms. This statement stems from the different behavior of 
the second aerosol indirect effect when assessed by GCM schemes compared 
with more detailed microphysical large eddy models (LEMs). In GCM pa-
rameterizations, the second indirect effect leads to a decrease in precipitation 
effi ciency and therefore increases in  cloud water path and fraction. In LEM 
simulations, however, the response to increases in particle concentration de-
pends on precise details of the situation. In studies of tradewind cumuli, Xue 
and Feingold (2006) and Xue et al. (2008) found that the competing effects of 
aerosol-induced  precipitation suppression and  evaporation enhancement de-
termined whether aerosols increased or decreased cloud fraction, and could 
be quite regime-dependent. Detailed modeling studies of stratiform clouds by 
Ackerman et al. (2004) and Wood (2007) showed that the second indirect ef-
fect can operate either to enhance or reduce cloud amount, again depending 
on the precise conditions that prevail (humidity above cloud and cloud-base 
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height being two of the conditions identifi ed). Studies with CRMs for  deep 
convection indicate that increasing aerosols can either increase or decrease 
precipitation (van der Heever et al. 2006; Khain and Pokrovsky 2004; Khain 
et al. 2004; Khain et al. 2005; Lynn et al. 2005), depending on the stability and 
moisture structure of the fl ow in which convection develops.

Although global climate models appear to simulate the fi rst-order effect 
of aerosols on cloud droplet number and precipitation fairly well, the climate 
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impact of this change depends on a host of feedback processes, some of which 
have only crudely been modeled. This means that in GCMs, which are the only 
tool available at present for diagnosing the second indirect effect on a global 
basis, cloud water path or fraction always increases with particle concentra-
tion, leading to a cooling of the Earth–atmosphere system. Analysis of the re-
sults presented in Forster et al. (2007) shows that in all of the climate models 
studied, the total indirect effects were more negative than the fi rst indirect ef-
fect alone, indicating that the second indirect effect in all the models operated 
in this manner. In more detailed models, which represent the microphysical, 
dynamic, and radiative properties of both clouds and aerosols far more explic-
itly, the second indirect effect can operate in either direction, suggesting that 
the global impact on the Earth–atmosphere system is unclear. 

Limitations of Forcing as a Measure of Indirect Effects

In the previous section, we made a case for viewing forcing as IPCC has tra-
ditionally construed it; that is, as an instantaneous fl ux change produced by a 
specifi ed change in atmospheric composition. Here, we consider further char-
acteristics of cloud–aerosol interactions which may limit the interpretation of 
forcing when applied to aerosol indirect effects.

Figure 19.1 presented a traditional view of aerosol direct and indirect effects 
in GCMs. As noted above, process-level models (e.g., LEM) raise the possibil-
ity that, as clouds evolve from an initial state with increased aerosol, evapora-
tion may compete with reduced precipitation and break the sequence depicted 
in Figure 19.1. A concern for GCM development is that current cloud parame-
terizations are not able to capture processes in LEMs that could fundamentally 
alter the response of clouds to aerosols. However, even with current state-of-
the-science GCM cloud parameterizations, the response of clouds to increased 
aerosols can differ fundamentally, depending on atmospheric state. Figure 
19.4 shows the change in cloud liquid profi les over two days of integration at 
high and low particle concentrations, using the single-column model for the 
GFDL AM2 ( GFDL 2004). (A simplifi ed radiation parameterization has been 
used in these calculations.) For the moist sounding, the clouds and aerosols 
interact as depicted in Figure 19.1.  For the dry sounding, Figure 19.5 shows 
that the interaction sequence is broken after drizzle is suppressed and liquid 
water content increased; this, in turn, results in an increase in cloud-top long-
wave cooling. The associated instability leads to increased entrainment of dry 
air into the planetary boundary layer and subsequent increased evaporation. 
 Cloud lifetime decreases with increasing aerosol particle concentrations, and 
the sign of the cloud lifetime effect is changed. Figure 19.6 summarizes the se-
quences of interactions between clouds and radiation occurring in Figure 19.1 
and 19.5. The mechanisms shown in Figures 19.5 and 19.6 are by no means the 
only possibilities for reducing cloud liquid water at high particle concentration. 
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Among other possibilities is turbulence that results from precipitation suppres-
sion (Ackerman et al. 2004; Wood 2005), and all such mechanisms are not 
included in current GCM parameterizations.

A change in the sign of the cloud lifetime effect does not, by itself, ne-
gate the case made earlier about the utility of the forcing concept. The  cloud 
lifetime effect acts as a feedback. Whether the feedback is positive or nega-
tive depends on the moisture structure of the atmosphere in which the clouds 
form in the illustrative case we have just discussed, and probably on additional 

P
re

ss
ur

e 
(h

P
a)

860

880

900

920

940

960

980

1000

860

880

900

920

940

960

980

1000

0 20 40 60 80 100

284 286 288 290 292 0 0.1 0.2 0.3 0.4

860

880

900

920

940

960

980

1000

0 0.1 0.2 0.3 0.4

RH (%)
Moist sounding Dry sounding

Initial profiles Evolution of cloud water

Temperature (ºK) Cloud water (g kg–1) Cloud water (g kg–1)

RH (dry)
RH (moist)

T

500 cm–3 (day 2)
50 cm–3 (day 2)

Initial

Figure 19.4 Evolution of cloud liquid over two days at high and low aerosol concen-
trations for two initial relative humidity (RH) profi les (otherwise identical soundings) 
in the GFDL AM2 single-column model. Cloud liquid is a grid mean, i.e., the product 
of cloud fraction and in-cloud water mixing ratio.

Anthropogenic
aerosols

introduced

Top of the
atmosphere

Unperturbed
cloud

Increased CDNC
(constant LWC)
(Twomy, 1974)

Albedo effect/
1st indirect effect/

Twomey effect

Drizzle
suppression

increased LWC

Increased radiative
cooling

Increased cloud-top
instability and

dry-air entrainment
Increased evaporation

Reduced cloud
lifetime

Surface

Entrainment

Figure 19.5 A schematic diagram  showing  how the sequence of indirect effects 
depicted in Figure 19.1 can change if drier air overlies the planetary boundary layer. 
Curved lines represent entrainment, while other notation follows Figure 19.1.



462 J. Haywood et al. 

factors in other cases. A more interesting situation would arise were a nega-
tive  cloud lifetime effect to reduce cloud lifetime suffi ciently rapidly so that 
the resulting reduction in refl ected shortwave radiation exceeded the increase 
in refl ected shortwave radiation associated with the fi rst indirect effect. In this 
case, the combination of oppositely signed albedo and lifetime effects would 
have a net effect of opposite sign to the forcing. This certainly is not consis-
tent with the general view of a feedback amplifying or damping a forcing, 
although it would still fi t within the framework of Equation 19.1 or 19.2, but 
only if negative climate sensitivities or effi cacies are allowed. Much of the 
IPCC rationale for using forcing is that it scales with temperature response in a 
fairly straightforward manner. The relationship between forcing and tempera-
ture response is not straightforward if the magnitude of a cloud lifetime effect 
exceeds that of an oppositely signed cloud albedo effect.

The use of “ quasi-forcing” avoids issues of this type but is likely to exhibit 
considerable model-dependence. It also clearly (and undesirably) includes some 
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centration. The GCM paths on the left and right correspond to Figure 19.1. LWC: liquid 
water content.



 Global Indirect Radiative Forcing Caused by Aerosols 463

but not all feedbacks operating in the climate system. As a practical matter, the 
relative merits of forcing and “ quasi-forcing” would depend on the prevalence 
of situations where indirect non-albedo cloud effects oppose the indirect cloud 
albedo effect and the relative magnitudes of albedo and non-albedo effects. If 
the prevalence is low or the albedo effects are much larger than the non-albedo 
effects, the advantages of clear separation of forcing from feedback using the 
current IPCC approach are very evident. As noted, Forster et al. (2007) re-
port that climate models developed thus far, which include indirect effects, 
exhibit same-signed global-mean indirect albedo and non-albedo effects. This 
is true for the GFDL AM2 (Ming et al. 2005), as is evident in Figure 19.2, even 
though its parameterizations allow oppositely signed non-albedo and albedo 
effects. The current state of climate modeling of indirect effects, then, does not 
make the case for departing from the current approach to forcing for indirect 
aerosol effects. However, a major caveat lies in the poorly developed state of 
many of the cloud parameterizations on which indirect effects depend. The 
case shown in Figures 19.1, 19.4, and 19.5 depends strongly on the treatment 
of cloud radiation and boundary-layer turbulence, both of which are probably 
represented with limited realism in GCMs. The preliminary conclusions about 
relative magnitudes and signs of indirect cloud–albedo and non-albedo effects 
may change with further GCM development.

Conclusion

Indirect aerosol effects challenge the traditional view of forcing in climate 
models. For liquid clouds alone, several aerosol effects are likely. In state-
of-the-science GCMs, these effects can be considered in terms of traditional 
forcing–feedback analysis, since the global responses to changes in droplet 
size, which produce the indirect  cloud albedo effect, amplify the  albedo effect. 
The concept remains useful if indirect non-albedo effects are oppositely signed 
to the albedo effects, at least if the magnitude of these effects remains smaller 
than the cloud albedo effect. (If not, quantities such as climate sensitivity and 
forcing effi cacy need not even remain positive for indirect forcing.)

Even though forcing–feedback analysis remains a viable tool for consider-
ing indirect aerosol effects, much of its attractiveness in earlier applications 
disappears. For example, the climate sensitivity for forcing by indirect effects 
of aerosols in Equation 19.1 will almost certainly take values considerably 
different than for forcing by changes in well-mixed greenhouse gases, at least 
for some models. Although this can be formally treated using the climate forc-
ing effi cacy in Equation 19.2, substantial departures of the forcing effi cacy 
from unity are quite possible for indirect forcing. Given the range of results in 
Figure 19.3, substantial variation of the climate forcing effi cacy among models 
is also likely, at least at the present stage of model development. Note here that 
feedbacks for well-mixed greenhouse gases are also important. The limitations 
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on the utility of the forcing concept arise because the nature of the feedbacks 
differs for perturbations of clouds by aerosols and perturbations in well-mixed 
greenhouse gases.

The case of indirect forcing by aerosols simulated by the  GFDL AM2, 
shown in Figure 19.2, provided an illustrative example. Although it exhibited 
qualitative similarities in the regional patterns of fl ux changes for forcing and 
“ quasi-forcing,” the regional and global mean magnitudes differed apprecia-
bly. These differences are attributable to the presence of strong microphysical 
feedbacks that result from changes in the sizes of cloud droplets when aero-
sols increase. Direct aerosol forcing and forcing by changes in well-mixed 
greenhouse gases are assumed to have feedbacks that respond only to radiative 
perturbations, whereas both radiative and microphysical feedbacks occur with 
aerosol indirect effects. The large magnitude of the non-albedo (microphysi-
cal) “quasi-forcing” indicates that the temperature response to a forcing whose 
feedbacks result from a purely radiative perturbation will differ from a forcing 
whose feedbacks result from both radiative and microphysical perturbations.

As a result, the chief rationale for using forcings in IPCC—to compare 
cleanly the relative importance of perturbations in atmospheric composition—
is likely to be limited for indirect aerosol effects. At least, the climate forcing 
effi cacy will require consideration, along with forcing, to compare indirect 
aerosol effects with other forcing. This situation introduces complexity but is 
an inevitable consequence of the vast difference between the forcing mecha-
nism associated with indirect aerosol effects and other forcing mechanisms 
considered by the IPCC. Although changes in greenhouse gases or direct aero-
sol effects are assumed to force the atmosphere by changing its radiative prop-
erties, indirect aerosol effects force the atmosphere by changing both its radia-
tive and microphysical properties. Feedbacks occur in all cases but can operate 
through more processes in response to indirect aerosol effects.

“Quasi-forcing” or pseudo-indirect forcing is a strong candidate to supple-
ment IPCC forcing. Its chief drawback is probably the confusion which using 
the term “forcing” produces. Given that “quasi-forcing” is, in fact, the TOA 
radiative fl ux perturbation produced by integrating an atmospheric GCM from 
preindustrial to present-day composition with fi xed SSTs and sea-ice extents, 
we recommend using the term radiative fl ux perturbation instead. Radiative 
fl ux perturbations are likely to scale more closely with global mean surface 
temperature change than IPCC forcings and, like forcings, remain reasonably 
easy to calculate, relative to fully coupled GCMs. In addition to incorporating 
aerosol indirect effects, recent results from Gregory and Webb (2008) sug-
gest that the radiative fl ux perturbations will include fast cloud feedbacks as 
well. Invariably, intermodel spread in radiative fl ux perturbations is likely to be 
greater than the spread in forcings. Thus, radiative fl ux perturbation would more 
accurately capture uncertainty associated with indirect effects than forcing.
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